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Abstract 

This paper provides an analysis of the legal and regulatory challenges 

confronting banks as they incorporate artificial intelligence into their 

operations. It begins by exploring the nuanced landscape of operational 

risks, cyber laws, and the imperative of robust data protection measures. 

Further, it delves into the intricate web of compliance requirements, 

including those outlined in the Prevention of Money Laundering Act and 

the Negotiable Instruments Act. Additionally, the paper scrutinizes the 

impact of key legislative frameworks such as the IT Act, 2000, and its 

Amendment Act, 2008, shedding light on issues ranging from intermediary 

obligations to encryption standards and liability for cyber-related offenses. 

This paper also emphasizes the urgent need for clear and coherent 

statutory guidelines to facilitate compliance and ensure the seamless 

integration of AI technologies within banking practices. 

Keywords: Artificial Intelligence, Banking Sector, Legal Challenges, 

Regulatory Compliance, Data Protection 

 

1. Introduction 

The Basel Committee on Banking Supervision, in its “Consultative 

Document on Operational Risk,” defines “operational risk” as the 

potential for direct or indirect financial loss stemming from 

inadequate or failed internal processes, individuals, and systems or 

external events. This comprehensive definition encompasses legal 

risk as well.1 

To address issues related to information technology, the IT Act-2000 

was passed. Later, the IT Amendment Act-2008 introduced 

additional changes to address new problems, particularly 
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cybercrimes. To effectively reduce any associated risks, banks must 

consider the impact of cyber laws. Moreover, examining other 

matters about the necessity of data protection and privacy laws in 

India is essential. It is worth exploring whether India has an 

equivalent to the “Electronic Fund Transfer Act” in the United 

States, which delineates the rights and responsibilities of banks and 

consumers concerning various e-banking systems. 

 

2. Legal Risk of Bank 

Legal and operational risks are often the same, and documentation 

significantly mitigates these risks. However, it is recognized that 

there may be loopholes in existing documentation. 

Documentation: customers entering into agreements for Internet 

banking transactions currently define their rights and liabilities. The 

Indian Banks’ Association should adopt a standard format or 

minimum consent requirement to standardize documentation and 

establish best practices.2 Addressing legal risks also entails 

managing non-compliance with statutory requirements, which can 

lead to reputational risks. Ambiguities in evolving statutes can also 

give rise to legal risks. 

 

3. Prevention of Money Laundering Act, 2002 (PMLA) & PMLR3 

According to Section 12 of the Prevention of Money Laundering Act 

(PMLA), financial institutions and intermediaries, such as banks and 

other financial services providers, are required to keep transaction 

records as per the rules and give the Director the necessary 

information within the specified time. 

                                                             
2Report on Internet Banking, available at: 

http://rbidocs.rbi.org.in/rdocs/PublicationReport/Pdfs/21595.pdf (last 
visited on May 12, 2023).  

3 Prevention of Money Laundering (Maintenance of Records of the Nature 
and Value of Transactions, the Procedure and Manner of Maintaining 
and Time for Furnishing Information and Verification and Maintenance 
of Records of the Identity of the Clients of the Banking Companies, 
Financial Institutions and Intermediaries) Rules, 2005 (PMLA Rules). 
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Rule 3 of the PMLA states that records must be maintained for cash 

transactions exceeding ten lakhs or its equivalent in foreign 

currency, cash transactions that are connected and take place 

within a month, cash transactions involving fake or counterfeit 

notes, and suspicious transactions as defined. 

Rule 6 of the PMLA states that record should be maintained for a 

period of at least 10 years from the date of the transaction. 

Rule 8 of the PMLA outlines the reporting deadlines to the Director. 

For transactions equal to or exceeding 10 lakhs and interconnected 

transactions, the information must be submitted by the 15th day of 

the following month. Regarding cash transactions with counterfeit 

or forged notes, the information should be provided within seven 

days of the occurrence. In the case of suspicious transactions, the 

principal officer of the relevant entity must submit written, faxed, 

or emailed information to the Director within seven working days 

upon being satisfied that the transaction is suspicious. 

Rule 9 of the PMLA specifies the requirement for entities to 

maintain records related to the identity of their clients. The rule 

details the documents to be obtained for different types of clients, 

such as individuals, companies, partnerships, trusts, and other 

unincorporated associations. These entities must establish and 

implement a client identification program that adheres to the 

requirements of this rule. They may also include additional 

requirements deemed to be necessary to verify client identities. A 

copy of the identification program must be provided to the Director. 

While the afore-mentioned requirements may seem procedural, 

they play a vital role in tracking transactions related to money 

laundering and identifying the individuals involved. Section 13 of 

the PMLA empowers the Director to impose fines ranging from 10 

thousand to 1 lakh for each instance of non-compliance, in addition 

to any other actions permissible under the PMLA. Consequently, 

entities may also face penalties under Section 63. According to 

Section 70, if the contravention is committed by such entities, the 

officers responsible for conducting their business at the relevant 

time can also be held liable and punished. 
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Therefore, it is crucial for these entities to establish robust systems 

for tracking transactions as outlined in the PMLA and report them 

within the prescribed deadlines. Failing to do so not only expose 

them to potential fines but also carries reputational risks. 

 

4. Negotiable Instruments Act, 1881 (NI Act) 

The Negotiable Instruments Act (NI Act) includes electronic images 

of truncated cheques and cheques in electronic form within the 

definition of a “cheque.”4 The process of truncating cheques in 

clearing has been implemented, and appropriate guidelines issued 

by the Reserve Bank of India (RBI) provide safeguards in this regard.5 

A digital representation of a paper cheque is what is referred to as 

an electronic cheque. As it implies that the electronic form should 

resemble a paper cheque in a mirror, the term “mirror image” may 

not accurately convey the intended meaning. Alternatively, phrases 

like “electronic graphic that resembles” or comparable expressions 

can communicate the intention. 

Currently, asymmetric cryptosystems and digital signatures, with or 

without biometric signatures, are included in the definition of a 

cheque in electronic form. Since the definition was first introduced 

in 2002, it is limited to asymmetric cryptosystems and digital 

signatures, which are covered in Section 3 of the Information 

Technology Act of 2000. An appropriate amendment to the NI Act 

may be required to permit the use of electronic signatures on 

cheques in electronic form, especially in light of the 2008 

amendment to the IT Act that included provisions for electronic 

signature. 

 

                                                             
4 The Negotiable Instrument Act, 1881, s. 6 (a) (b). 
5 DIT.CO. No. 1/09.63.36/2004-05 dated July1, 2004 on Cheque Truncation 

- Pilot Implementation; available at: 
http://www.rbi.org.in/scripts/NotificationUser.aspx?Id=1756&Mode=0
; and New Delhi Bankers’ Clearing House, Procedural Guidelines for 
Cheque Truncation System (CTS) (Version 2.0); Para 4.10 Use of PKI, 
available at: 
http://rbidocs.rbi.org.in/rdocs/content/pdfs/PRGUVE020910. 
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5. Impact of Various Provisions of IT Act, 2000 and IT Amendment 

Act, 2008 on Banks and Customers 

Before the 2008 Amendment Act, the IT Act of 2000 contained only 

two sections6 that addressed computer-related offenses in general. 

The Amendment Act introduced more robust data protection 

measures and enhanced the overall framework against 

cybercrimes. However, there are inherent issues or gaps associated 

with crimes involving information technology, which are not specific 

to banks and customers but have broader implications. These 

include concerns about anonymity in cyberspace, jurisdictional 

challenges, evidentiary issues, and the underreporting of 

cybercrimes due to potential negative publicity for online 

businesses. Additionally, there are specific areas of concern for the 

banking sector and its customers. 

5.1. Intermediary 

The definition of the term “intermediary” was amended in 2008.7 

Before the amendment, the definition was broader and covered any 

person who received, stored, transmitted, or provided services 

concerning a message. Although banks were not explicitly 

mentioned, the broad scope of the definition could classify banks as 

intermediaries due to their normal activities of receiving and 

transmitting electronic messages related to customer payments. 

As per the amended definition, an intermediary for electronic 

records includes a number of organizations, including telecom 

service providers, network service providers, internet service 

providers, web hosting service providers, search engines, online 

marketplaces, online auction sites, and cybercafes. The changes 

brought about by the amendment remain the same position 

concerning banks. It is possible to argue that the specific entities 

listed in the amended definition do not cover banks. However, some 

uncertainty remains, and the interpretation needs to be more 

precise. The IT Act 2000 places obligations on intermediaries that 

might not be applicable or relevant to banks. Applying all laws 

                                                             
6 The Information Technology Act, 2000, s. 43 and 66. 
7 The Information Technology Act, 2000, s. 2(1)(w). 
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governing intermediaries to banks could have unintended effects 

and result in legal repercussions under the IT Act 2000. 

To avoid ambiguity and uncertainty, it is crucial to bring clarity 

through statutory amendments specifically addressing the meaning 

of the term “intermediary” concerning banks and financial 

institutions. 

5.2. Encryption 

Encryption is vital in safeguarding data transferred online from 

interception and misuse. Encrypting data before transmitting it over 

the internet significantly reduces the risk of unauthorized access. 

Even if intercepted, encrypted data remains unreadable without 

decryption. Data encryption across all internet service providers 

would protect customer privacy and secure sensitive information. 

“There needs to be more uniformity in the data encryption 

standards imposed on different categories of online service 

providers. Internet Service Provider (ISP) licenses restrict the level 

of encryption to a maximum key length of 40 bits for individuals, 

groups, or organizations using symmetric key algorithms.”8 The 

Reserve Bank of India (RBI) has stipulated9 a minimum SSL/128-bit 

encryption for security. At the same time, the Securities and 

Exchange Board of India (SEBI) has specified 64/128-bit encryption 

for internet-based trading and services.10 These encryption 

standards may not align with international norms. 

“Internationally proven encryption techniques” must be used, 

according to the Information Technology (Certifying Authorities) 

Rules, 2000, when storing passwords. An encryption committee 

established by the Central Government under Section 84A of the IT 

Act, 2000 is developing encryption regulations in order to address 

                                                             
8Department of Communications, Government of India, available at: 

www.dot.gov.in/isp/landing _station.doc (last visited on May 13, 2023). 
9 Reserve Bank of India, available at: 

http://www.rbi.org.in/scripts/NotificationUser.aspx?Id=414&Mode 
(last visited on May 13, 2023). 

10 Circular SMDRP/POLICY/CIR-06 /2000 dated January 31, 2000, available 
at: http://www.sebi.gov.in/Index.jsp?contentDisp=Search (last visited 
on May 13, 2023). 

http://www.dot.gov.in/isp/landing%20_station.doc
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these inconsistencies. Setting a minimum and reasonable level of 

encryption specifically for the banking industry would be 

advantageous, taking into account global standards and best 

practises. 

5.3. Data Protection 

Section 43A of the IT Act addresses compensation for failing to 

protect data. In addition to protecting personal data (referred to as 

“sensitive personal data” under Section 43A), the IT Act, 2000 also 

specifies civil and criminal liabilities (under Sections 43 and 66, 

respectively) for unauthorized activities such as downloading, 

copying, damaging computer databases, and more. Sections 72 and 

72A of the amended IT Act, 2000 are also relevant, with Section 72 

addressing the punishment for unauthorized disclosure of 

electronic records obtained through IT Act powers and Section 72A 

extending to the disclosure of personal information without 

consent under lawful contracts, regardless of the powers granted 

under the IT Act, 2000. 

To strike a balance between consumer protection and protecting 

banks from liability for actions beyond their control, it is essential to 

establish clear guidelines, prescribe standards for data protection, 

and define the scope of penalties under the IT Act 2000. 

5.4. Computer-Related Offences and Penalty/Punishment 

The IT Act 2000, as amended, imposes both civil11 and criminal 

liability12 on banks. Civil liability includes the potential payment of 

damages up to 5 crores through the Adjudicating Officer under the 

amended Information Technology Act and higher amounts in a 

court of competent jurisdiction. Criminal liability can lead to 

imprisonment ranging from three years to life and fines, particularly 

under Chapter XI of the amended IT Act.13 The legislation outlines 

various computer-related offenses. 

In the banking industry, instances of phishing have become a 

significant threat to customers using Internet banking services. 

                                                             
11The Information Technology Act, 2000, ss. 43-45. 
12 The Information Technology Act, 2000, ss. 65-74. 
13 The Information Technology Act, 2000, s.85. 
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While Section 66D of the amended IT Act broadly covers phishing 

offenses, attempting to commit phishing is not specifically 

punishable. To deter individuals from attempting phishing, 

provisions should be made to punish attempted phishing as well. 

Suppose banks believe that existing provisions do not adequately 

cover certain types of offenses related to advancements in 

technology and information systems. In that case, they can 

communicate their concerns to the government for separate 

treatment and consideration. 

 

6. Experience from various Judicial Pronouncements 

6.1. Under IT Act, 2000 

Umashankar SivasubramaniIan v. ICICI Bank (Before the 
Adjudicating Authority under Information Technology Act, 2000 at 
Chennai) 
In Umashankar Sivasubramaniian v. ICICI Bank, the complainant 

contended that the bank’s negligence caused an unauthorized 

transaction from his account. The case was brought before the 

Adjudicating Authority under the Information Technology Act, 

2000, in Chennai. According to ICICI Bank, the customer should 

submit a First Information Report (FIR) because the case involved 

phishing. Additionally, they made a preliminary objection, arguing 

that the matter was outside the scope of the IT Act. ICICI Bank was 

found guilty of violating Section 85 and other relevant clauses of 

Section 43 of the Information Technology Act, 2000. ICICI Bank was 

asked to pay a total sum of INR 12,85,000, including INR 6,00,000 

towards expenses. However, ICICI Bank obtained a stay on the 

judgment by depositing INR 50,000. The matter later went in to 

appeal to the Cyber Appellate Authority. 

 
National Association of Software and Services Companies v. Ajay 
Sood14 
This case involved a settlement agreement between the plaintiff 

and the defendants in a lawsuit related to phishing activities. The 

                                                             
14 119(2005)DLT596, 2005(30)PTC437(Del). 
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defendants were accused of masquerading as NASSCOM, a premier 

selection and recruitment firm, and sending fraudulent emails to 

obtain personal data. The plaintiff sought a permanent injunction 

against the defendants from circulating such emails or using the 

trademark ‘NASSCOM’ or any confusingly similar mark. The court 

approved the settlement agreement and noted the absence of 

specific legislation in India regarding phishing. The judge observed 

that phishing, which involves misrepresentation leading to 

confusion about the source of an email and causing harm to 

consumers and individuals whose information is misused, could be 

considered an act of passing off and tarnishing the plaintiff’s image. 

The court left the development of law in this area for future cases 

to address, referring to a proposed US law that criminalizes phishing 

activities irrespective of actual damages suffered. 

 

6.2. Under Consumer Laws 

ICICI Bank v. Ashish Agrawal – Before the State Consumer Disputes 
Redressal Commission, Raipur- (Appeal No. 435/2009) 
This appeal was filed in response to a decision by the District 

Consumer Disputes Redressal Forum in Raigarh ordering the 

appellant bank to reimburse the respondent for a sum of INR 

49,912.36 that was allegedly withdrawn from his account, as well as 

INR 5,000 for mental anguish and INR 3,000 for litigation expenses. 

The bank’s claim of a service deficiency regarding the upkeep of the 

respondent’s bank account served as the basis for the complaint. It 

was alleged that money was withdrawn from the account without 

the respondent’s knowledge by using Internet banking. The State 

Commission, however, allowed the bank’s appeal, stating that the 

respondent was negligent in providing information about the 

password to a third person. The Commission found that the bank 

had taken necessary precautions. It provided instructions to the 

customer, including the option to change the password as desired, 

and therefore, the deficiency of service could not be attributed to 

the bank. 
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Rishi Gupta v. ICICI Bank Ltd. - Before the Consumer disputes 
Redressal Forum, Bangalore (CC No. 514 of 2010) 
In this case, the complainant asked the opposite party bank to issue 

a refund of INR 2,30,000 along with interest at a rate of 24% per 

year, which the complainant claimed to have lost due to the bank’s 

alleged negligence. The complainant also requested an order 

directing the bank to pay INR 10,00,000 in damages for its 

negligence in providing service. According to the complainant, 15 

transactions of INR 20,000 each were fraudulently transferred from 

his account. However, the District Forum dismissed the complaint 

in an order dated 21 June 2010. The member of Forum stated that 

the complainant had breached his duty of care by sharing his ID and 

password, as well as other private information related to his online 

banking, to a third party in response to an email that was 

purportedly sent by the bank without first verifying it with the bank. 

It was impossible to blame the bank for this. 

M/s Pachisia Plastics v. ICICI Bank Ltd.- Before the Consumer 

Disputes Redressal Forum, Bangalore- (CC No. 1059/2008) 

The complaint, in this case, alleged a deficiency of service by the 

opposite party bank, claiming that INR 1,18,000 was debited from 

the complainant’s account without authorization through net 

banking. However, in its order dated 11 July 2009, the Forum 

dismissed the complaint, by stating that there was no deficiency of 

service on the part of the bank. The order further observed that the 

burden of proof lies on the complainant to establish that they had 

kept the code number (password for net banking) secret, and it 

appeared that there was carelessness and negligence on the part of 

the complainant. 

K Thagyarajan v. ICICI Bank-Before the Consumer Disputes 
Redressal Forum, Bangalore- (CC No. 2969 of 2009) 
In this case, the complainant alleged a breach in security in Internet 

banking caused an unauthorized transfer of INR 77,000 to another 

account by an unidentified person from their bank account. The 

complainant alleged a deficiency in the opposite party bank’s 

service and demanded a refund of the money with interest and 

compensation of INR 3,000,000. Despite this, the complaint was 
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dismissed by an order dated 20 May 2010, as no deficiency was 

found in the opposite party bank’s services. The dismissal was 

justified as the complainant himself disclosed the credentials to 

others. 

Smt. Vimala Varkey & Others v. HDFC Bank Ltd & Another- Before 

the Consumer Disputes Redressal Forum, Bangalore- (CC No. 197 

of 2008) 

In this case, the complainant expressed concerns regarding 

unauthorized money transfers from their account with the opposite 

party’s first bank to the opposite party’s second bank (ICICI Bank). 

The complainant demanded interest-bearing repayment after 

alleging a deficiency in service from the opposite party, No. 1 Bank. 

In response to a phishing email, the complainant voluntarily 

provided their customer ID and IPIN to a third party, potentially 

enabling the third party to complete the unauthorized transfer. 

According to the terms and conditions of opposite party No. 1 bank, 

the bank could not be held liable for any losses suffered by the 

complainant during such transactions. 

 

7. Challenges to the Implementation of AI in the Banking Sector 

Although AI implementation has enormous potential in the banking 

industry, several outside factors could impede its progress. The 

General Data Protection Regulation (GDPR), which the European 

Union implemented in 2018, is one such element. The GDPR 

contains provisions that limit automated decision-making, 

impacting various sectors, including the banking sector. Under 

Article 22 of GDPR, individuals have the right not to be subject to 

decisions solely from automated processing, including profiling. This 

poses a considerable challenge for AI, whose decision-making 

procedures are largely automated. 

To address the limitations imposed by Article 22, one potential 

solution is to involve human intervention at some stage of the AI 

decision-making process. By allowing humans to have the final say 

in decisions, the concerns raised by the GDPR can be mitigated. 

Furthermore, the GDPR’s Article 13 requires disclosure 
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requirements. The client has the right to know the reasoning behind 

a decision if, for instance, an AI tool rejects their request for a bank 

account or a loan. Although the disclosure need not reveal the 

complete source code of the AI algorithm, it is necessary to disclose 

some details regarding the input parameters of the AI tool. As a 

result, full adherence to data privacy laws may be required, which 

could prevent AI from achieving its anticipated efficiency. 

By adapting to GDPR regulations, incorporating human oversight, 

and providing transparent explanations of AI decisions within the 

boundaries of privacy regulations, the banking sector can navigate 

the challenges posed by data protection rules. Balancing the 

benefits of AI implementation with the need to maintain customer 

trust and comply with regulatory requirements is essential for 

successful AI integration in banking. 

“The potential for malicious manipulation of big data represents 

another significant obstacle to the widespread adoption of AI in the 

banking sector. Hackers may attempt to manipulate systems by 

flooding them with fictitious data, such as fake social media 

accounts, websites, or news articles, with the intention of 

influencing AI decision-making. This manipulation can lead to biased 

decisions and discrimination against certain individuals, or even 

enable hackers to take control of AI systems. Moreover, as AI 

systems are interconnected, the impact of malevolent actions can 

be amplified.”15 

While AI itself possesses a considerable degree of accuracy in 

detecting cyber-attacks and malware, addressing cybersecurity 

concerns may require ongoing surveillance and monitoring by 

programmers. It becomes necessary to establish mechanisms that 

continuously assess and enhance the safety and security of AI 

systems. One approach could involve regulatory sandboxes, which 

provide controlled environments to test the safety and 

effectiveness of new AI tools in real-world scenarios. By subjecting 

                                                             
15 Bathaee, Yavar, “The Artificial Intelligence Black Box and the Failure of 

Intent and Causatio” 31 (2) Harvard Journal of Law & Technology 889-
938 (2018). 
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AI systems to rigorous testing within these sandboxes, potential 

vulnerabilities can be identified and remediated before deployment 

in live banking environments. 

Mitigating the risks associated with malicious data manipulation in 

AI requires a multi-faceted approach. This includes implementing 

robust cybersecurity measures, continuously monitoring AI systems 

for potential threats, and fostering collaboration between banks, 

regulators, and cybersecurity experts. By proactively addressing 

these challenges and promoting a culture of cybersecurity vigilance, 

the banking sector can harness the power of AI while ensuring the 

integrity, fairness, and security of their operations.16 

Certain observers express concerns about the opaqueness and 

“black box” nature of AI, particularly neural networks. These 

concerns stem from the complexity of AI algorithms, which can be 

difficult for humans to visualize and comprehend due to intricate 

patterns and connections. AI algorithms constantly update and 

become more interconnected, compounding the complexity 

problem. It is important to note that decisions and predictions made 

by AI can frequently match those made by humans. However, unlike 

humans, AI lacks the ability to communicate the reasoning behind 

its decisions. This poses challenges in the use of AI, particularly in 

banking processes that require full traceability and transparency, 

even when decisions are reasonable and justified. In the event of a 

problem with a decision, it is crucial to identify the specific step 

where the error occurred. The entire decision-making process must 

comply with regulatory and supervisory rules while maintaining full 

transparency. 

To address the opaqueness of certain AI algorithms, involving 

human programmers and overseers can serve as a potential 

solution. Their involvement can help reduce issues related to 

understanding the inner workings of AI systems. Although this 

approach may partially negate some efficiency gains, it can 

                                                             
16 FSB (2017). Artificial intelligence and machine learning in financial 

services: Market developments and financial stability implications. 
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contribute to ensuring transparency, accountability, and 

compliance with regulatory requirements. 

Despite the potential impediments, banks remain committed to 

exploring the possibilities of AI, recognizing the significant 

profitability implications it holds. By actively addressing the 

challenges associated with AI opaqueness, banks can leverage the 

transformative power of AI while maintaining regulatory 

compliance and transparency in their decision-making processes.  

 

8. Legal Practices for AI in Banking Globally 
Country/ 
Region 

Legal 
Framework 

AI Practices 
in Banking 

Challenges 
Recent Policy 
Changes 

India 

IT Act, 2000; 
RBI 
guidelines on 
digital 
banking and 
fintech 

Fraud 
detection, 
loan 
approval 
automation, 
and 
personalized 
customer 
services 

Lack of data 
privacy law, 
limited AI 
infrastructure, 
digital illiteracy, 
and regulatory 
ambiguity 

Introduction 
of the Digital 
Personal Data 
Protection 
Act, 2023; 
push for UPI-
linked AI-
based 
innovations 

European 
Union 
(EU) 

GDPR, AI Act 
(proposed 
regulation for 
AI systems) 

Credit 
scoring, risk 
assessment, 
and 
customer 
analytics 

Compliance 
with GDPR, 
ethical 
concerns, and 
high penalties 
for violations 

EU AI Act 
focuses on 
risk-based 
categorization 
and 
accountability 
of AI systems 

United 
States 

Consumer 
Protection 
Laws, Dodd-
Frank Act, 
and sector-
specific AI 
regulations 

Predictive 
analytics, 
fraud 
detection, 
and robo-
advisors 

Regulatory 
fragmentation, 
concerns over 
bias in AI 
models, and 
consumer 
protection 

Proposed 
Algorithmic 
Accountability 
Act mandates 
AI system 
audits for 
fairness and 
transparency 
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Country/ 
Region 

Legal 
Framework 

AI Practices 
in Banking 

Challenges 
Recent Policy 
Changes 

China 

Cybersecurity 
Law, Draft AI 
regulations, 
and specific 
fintech 
guidelines 

AI-powered 
lending, 
customer 
service bots, 
and 
blockchain 
for anti-
money 
laundering 

Concerns over 
state 
surveillance, 
lack of global 
standardization, 
and data 
protection 

Guidelines for 
developing AI 
applications in 
finance and 
focus on 
blockchain-
backed credit 
systems 

Sweden 

GDPR, 
Swedish 
Financial 
Supervisory 
Authority 
regulations 

Algorithmic 
trading, 
fraud 
prevention, 
and 
customer 
insights 

Balancing 
innovation with 
GDPR 
compliance and 
addressing 
systemic bias 

Government-
backed 
initiatives for 
AI adoption in 
financial 
services 

 

9. Suggestions 

9.1. Guidance for Bank: Defining Roles, Responsibilities, and 
Organizational Structure 
Board: At the board level, the risk management committee should 

implement procedures for identifying and addressing legal issues 

arising from cyber laws. Additionally, it is essential to guarantee 

enough staffing and training of human resources in the relevant 

areas. 

Operational Risk Group: This group should incorporate legal issues 

into the operational risk framework and take action to reduce these 

risks. 

Legal Department: The legal function within the bank should advise 

business groups on legal issues related to the use of Information 

Technology. 

 

9.2. Collaboration and Knowledge Sharing 

Banks in India have much to gain from fostering collaboration and 

knowledge sharing in the adoption of AI. By establishing forums or 

industry associations, banks can create platforms for exchanging 

insights, experiences, and strategies related to AI implementation 

in banking. These collaborative efforts can facilitate the 
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identification and resolution of common challenges, sharing of best 

practices, and exploration of innovative solutions. Through 

collaboration, banks can collectively benefit from the combined 

expertise and experiences of their peers, enabling faster and more 

effective AI adoption. 

9.3. Regulatory Framework 

The governments and regulatory bodies in India play a crucial role 

in facilitating responsible AI adoption in banking. To ensure the 

ethical and transparent use of AI, comprehensive and adaptive 

regulatory frameworks should be developed. These frameworks 

should address critical areas such as data privacy, algorithmic 

transparency, and ethical considerations. By establishing clear 

guidelines and standards, regulators can provide banks with a 

framework to navigate the complexities of AI adoption while also 

promoting innovation. The regulatory frameworks should be 

flexible enough to accommodate emerging technologies and 

evolving industry practices, allowing for continuous improvement 

and alignment with international standards. 

9.4. Talent Development 

Building a strong pool of AI talent is essential for banks to effectively 

leverage AI technologies and drive innovation. Banks should invest 

in training programs to upskill their existing workforce in AI-related 

disciplines. These programs can range from basic awareness 

sessions to advanced training courses. Additionally, partnerships 

with academic institutions can help banks tap into the latest 

research and academic expertise in AI. Collaborations with AI 

startups and technology firms can provide access to specialized AI 

talent and foster an environment of innovation within the banking 

sector. By nurturing AI talent, banks can create a workforce 

equipped with the skills necessary to develop, deploy, and maintain 

AI systems. 

9.5. Customer Education 

Educating and familiarizing customers with AI-powered banking 

services is crucial for building trust and increasing customer 

adoption. Banks should prioritize customer education programs 
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that explain the benefits, functionalities, and security measures 

associated with AI-driven services. This can be done through various 

channels, such as online resources, interactive demos, and 

dedicated customer support teams. By addressing customer 

concerns, dispelling misconceptions, and highlighting the 

personalized experiences and enhanced convenience offered by AI, 

banks can encourage customers to embrace these technologies. 

Regular communication and feedback loops can help banks 

understand customer preferences and continuously improve their 

AI-powered services. 

9.6. Continuous Evaluation and Improvement 

Banks should establish robust mechanisms for continuous 

evaluation, monitoring, and improvement of AI technologies 

implemented in their operations. Regular assessments can help 

identify any biases, errors, or inefficiencies in AI algorithms. Banks 

should invest in dedicated teams responsible for testing and refining 

AI models to ensure their fairness, accuracy, and compliance with 

regulatory standards. To increase trust and responsibility, banks 

should work to create explainable AI models since transparency in 

AI decision-making processes is essential. Feedback loops involving 

customers and internal stakeholders can provide valuable insights 

for refining AI systems and addressing any identified shortcomings. 

By continuously evaluating and improving AI technologies, banks 

can deliver better outcomes for their customers, mitigate risks, and 

enhance the overall effectiveness of their operations. 

 

10. Conclusion 

The banking industry has witnessed a significant transformation due 

to the evolution of technology, particularly in India. The competitive 

landscape has expanded with the entry of new players, while the 

Reserve Bank of India (RBI) has established a robust regulatory 

framework to ensure stability and protect depositors’ interests. Acts 

such as the Banking Regulation Act, 1949, and the Foreign Exchange 

Management Act, 1999, have strengthened the regulatory 

framework. 
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Digital banking, mobile banking, and payment banks have 

revolutionized banking practices in India. These advancements have 

been facilitated by artificial intelligence (AI), which has the potential 

to reshape various sectors, including finance. However, the 

development and deployment of AI also raise ethical considerations 

and challenges that need to be addressed. 

Responsible AI practices are crucial to ensure alignment with 

societal values, human rights, fairness, and transparency. Ethical 

frameworks and regulations should guide AI technologies’ 

development, use, and impact. Data privacy and security are 

paramount, and robust mechanisms must be in place to protect 

personal information and individuals’ privacy rights. Collaborative 

efforts at the international level are necessary to address global 

challenges associated with AI and share best practices. 

Education and reskilling programs are vital to equip the workforce 

with the necessary skills to adapt to the evolving job market shaped 

by AI. An inclusive, multidisciplinary approach, balancing 

innovation, ethics, and societal considerations, is crucial for 

responsible AI development and deployment. 

The integration of AI in the banking sector offers transformative 

opportunities. AI technologies can enhance operational efficiency, 

improve customer experiences, enable better risk management, 

and detect fraud. However, challenges such as data privacy, 

transparency, regulatory compliance, and fair lending practices 

must be carefully navigated. 

Collaboration between banking institutions, AI experts, regulators, 

and legal professionals is essential to establish clear guidelines, 

standards, and frameworks. These guidelines should address legal, 

ethical, and regulatory aspects to ensure the successful integration 

of AI in the banking sector. 

Banks can use the power of AI to drive sustainable growth and meet 

customers’ evolving demands in the digital era by prioritizing 

customer trust, data security, and adherence to legal and regulatory 

requirements. 
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The adoption of AI in the banking sector varies across countries like 

India and more mature economy like Scandinavian country. While 

there are commonalities in terms of using AI for customer service, 

fraud detection, and process automation, differences exist in 

regulatory environments, market maturity, use cases, and data 

privacy. 

India has established guidelines and regulations for responsible AI 

use, and Scandinavian countries have a dedicated national strategy 

for ethical AI practices. Market maturity differs, with India 

experiencing significant adoption due to its large population and 

growing digital ecosystem, while Scandinavian countries are known 

for their advanced technology landscape. 

The analysis highlights the diverse approaches to AI adoption in 

banking, influenced by regulatory frameworks, market maturity, 

specific use cases, and data privacy regulations. Nonetheless, India 

recognizes the transformative potential of AI and is leveraging it to 

enhance customer experiences, streamline operations, and drive 

innovation. The continued advancement of AI in banking holds the 

promise of revolutionizing the industry further, providing 

personalized services, improving risk management, and delivering 

enhanced value to customers. 

 


